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Chapter 1

Riemannian Geometry

Introduction

Ordinary calculus yields a plethora of useful results for science and engineering: areas, arc lengths, volumes,
trajectories, etc. Most of this is possible without ever having to concern whether the space on which
calculations take place may somehow affect the results, yet careful consideration shows there is indeed more
to the story of calculus.

A popular illustration of this has us consider a colony of ants unknowingly living on a large beach ball.
Curious members might trace out a triangle on the surface, only to discover the interior angles sum to greater
than 180◦. If similar ants lived on a horseback saddle and attempted to trace a triangle, they would discover
the sum of interior angles being less than 180◦. Moreover, each group of ants would notice that parallel lines
generally fail to remain parallel when extended.

Without ever ‘lifting off’ the surface, we see it’s still possible to deduce that something isn’t quite ‘flat’
about a particular surface. We formally define curved space or a curved manifold as any locally flat and
differentiable surface where Euclidean geometry doesn’t work.

The precise framework in which curved manifolds are handled depends on the application. Here, we
develop a major branch of calculus on manifolds called Riemannian geometry.

1 Index Notation and Tensors

Recall that any (ordinary) vector needs just one index to register its components, and a matrix needs two
indices (with vectors as a special case). Going beyond this, it’s conceivable to work with mathematical
objects that have any number of indices, called tensors, of which vectors and matrices are special cases.

Let us trade the arrow symbol (or any other formatting) from vectors and matrices in favor of index
notation for tensors. The number and placement of indices determines the type of tensor. For instance, two
ways to express a vector x are:

xµ =
(
x1, x2, x3, . . . , xN

)
type (1, 0) tensor

xµ = (x1, x2, x3, . . . , xN ) type (0, 1) tensor

In analogy to column- and row-vectors, xµ is called contravariant, and xµ is called covariant. Note these are
not the same: the up- or down-placement of the index matters.

A two-index tensor Λ has three possible types (2, 0), (1, 1), (0, 2), represented by Λµν , Λνµ, Λµν , respec-
tively.

1.1 Tensor Symmetry

A tensor (of any type) is symmetric in a pair of indices if it obeys

Aµν = Aνµ ,

3



1. INDEX NOTATION AND TENSORS CHAPTER 1. RIEMANNIAN GEOMETRY

and is antisymmetric if it obeys
Aµν = −Aνµ .

A general tensor may be expressed in terms of symmetric and antisymmetric parts

Aµν =
1

2
(Aµν +Aνµ) +

1

2
(Aµν −Aνµ) ,

where introducing the condensed notation

A(µν) =
1

2
(Aµν +Aνµ) A[µν] =

1

2
(Aµν −Aνµ) ,

it follows that
Aµν = A(µν) +A[µν] .

1.2 Einstein Summation Convention

From elementary linear algebra, recall that a matrix acting on an appropriately-sized vector will yield a new
vector, i.e., the Ax⃗ = b⃗ calculation. In tensor language, this operation reads:

Λνµx
µ = xν

The above statement must be thoroughly unpacked. The right side is a list of vector components referenced
by ν. On the left, the µ-index appears in both the up- and down-positions, which means it is summed over
and eliminated. This hidden sum maneuver is called the Einstein summation convention. Explicitly, the
above really means

Λν1x
1 + Λν2x

2 + · · ·+ Λνnx
n = xν ,

which is equivalent to the ‘ordinary’ action of a matrix acting on a vector. Repeated indices should only
appear once in the up-position and once in the down-position, with no exceptions. All indices must still
balance before and after a summation.

1.3 Contraction

The act of equating an up-index and a down-index is called contraction, and triggers a sum over that index.
For example, consider a type (1, 1) tensor product xµxν . Setting µ = ν implies:

xµxµ = x1x1 + x2x2 + · · ·+ xNxN = S2

The scalar result is a real or complex tensor of type (0, 0) loosely represented as S2, formally called the
norm. For ordinary vectors, this is equivalent to the dot product.

Problem 1
Which of the following two-index tensors represents the trace of a matrix?

Λab Λνν Λµµ Λbb Λµν Λ12

Solution 1

Λbb = Λ1
1 + Λ2

2 + · · · = Tr (Λ)

4



1. INDEX NOTATION AND TENSORS CHAPTER 1. RIEMANNIAN GEOMETRY

1.4 Metric Tensor

Calculus on manifolds concerns with the differential line element dS⃗ at position r⃗ on the surface. In Cartesian
space, the Pythagorean theorem tells us dS2 = dx2 + dy2, whereas for polar coordinates we have dS2 =
dr2 + r2dθ2, and so on. In general, a differential interval in N dimensions is given by

dxµdxν = dx1dx1 + dx2dx2 + · · ·+ dxNdxN = dS2 .

A natural question is, which new tensor would come into play in order for the line element to be propor-
tional to dxµdxν? This motivates defining the metric tensor, generally written gµν , and arises via:

dS2 = dxµdxν = gµνdx
µdxν

The metric generally functions to lower the index of another tensor, as for our case

gµνdx
µ = dxν .

Conversely, the inverse metric tensor gµν is used to raise an index according to

gµνdxν = dxµ .

It follows that the metric can raise or lower any index on most objects having at least one index:

gµνA
µα = Aαν gµνAµβ

= Aνβ

Problem 2
Show that a contraction between metric tensors yields a delta function in the remaining indices:

gαβg
βγ = δγα

Solution 2
Calculating dS2 = dxβdxβ = gβγdxγgαβdx

α, we find gαβg
βγ = δγα.

Problem 3
Consider two tensors Xµν and V µ given by

Xµν =


2 0 1 −1
−1 0 3 2
−1 1 0 0
−2 1 1 −2

 V µ = (−1, 2, 0,−2) ,

respectively. Using the metric

gµν =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,

find the following quantities (i) Xµ
ν , (ii) X

ν
µ , (iii) X

(µν), (iv) X[µν], (v) X
λ
λ , (vi) V

µVµ, (vii) VµX
µν .

Solution 3

Xµ
ν =


−2 0 1 −1
1 0 3 2
1 1 0 0
2 1 1 −2

 Xν
µ =


−2 0 −1 1
−1 0 3 2
−1 1 0 0
−2 1 1 −2



X(µν) =


2 −1/2 0 −3/2

−1/2 0 2 3/2
0 2 0 1/2

−3/2 3/2 1/2 −2

 X[µν] =


0 −1/2 0 −1/2
1/2 0 1 1/2
0 −1 0 −1/2
1/2 −1/2 1/2 0


Xλ
λ = −4 V µVµ = 7 VµX

µν = (4,−2, 5, 7)
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1. INDEX NOTATION AND TENSORS CHAPTER 1. RIEMANNIAN GEOMETRY

1.5 Coordinate Transformation

As part of a the formal definition of a tensor, let us demand that under a general set of coordinate transfor-
mations, a tensor must obey an analog to the Ax⃗ = b⃗ calculation from linear algebra. In the most general
case possible we would have a tensor A of type (N,M) undergoing N +M coordinate changes:

A
µ′
1···µ

′
N

ν′
1···ν′

M
=
∂qµ

′
1

∂qµ1
· · · ∂q

µ′
N

∂qµN

∂qν1

∂qν
′
1

· · · ∂q
νM

∂qν
′
M

Aµ1···µN
ν1···νM

Strictly, any object not obeying the above is not a tensor. For the simple case of one-index vectors V µ and
Vµ, the transformation law reads

V µ
′
=
∂qµ

′

∂qµ
V µ Vµ′ =

∂qµ

∂qµ′ Vµ .
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2. BASIS VECTORS CHAPTER 1. RIEMANNIAN GEOMETRY

2 Basis Vectors

Let S⃗ denote the position vector on a manifold parameterized by generalized coordinates q1, q2, q3, ..., qN ,
where N is the number of dimensions on the manifold. (Note that the physical units of any given qi are not

limited to length.) Denoting the differential line element vector as dS⃗, the chain rule dictates

dS⃗ =
∂S⃗

∂q1
dq1 +

∂S⃗

∂q2
dq2 + · · ·+ ∂S⃗

∂qN
dqN = a⃗(µ) dq

µ ,

thus partial derivate terms are interpreted as (non-normalized) basis vectors a⃗(µ) such that

a⃗(µ) =
∂S⃗

∂qµ
.

It follows that any tangent vector V on a manifold must admit an expansion in terms of basis vectors
according to

V⃗ = V µa⃗(µ) ,

or without vector symbols at all,

V = V µ
∂

∂qµ
.

Note the right side is not equivalent to the normalized expression

V⃗ = vµâ(µ) .

The square of the differential line element dS2 is given by dS⃗ · dS⃗, or

dS2 =
(
a⃗(µ) · a⃗(ν)

)
dqµdqν =

(
a⃗(µ) · a⃗(ν)

)
dqµdqν ,

simultaneously implying:

a⃗(µ) · a⃗(ν) = δνµ a⃗(µ) · a⃗(ν) = gµν a⃗(µ) · a⃗(ν) = gµν

Problem 1
Consider two vectors U and V . Use the metric tensor to prove UαVα = UβV

β .

Solution 1

UαVα = Uβg
αβV γgγα = UβV

γ
(
gαβgγα

)
= UβV

γδβγ = UβV
β

2.1 Divergence

The divergence of a vector field, also known as a contravariant (1, 0) tensor Aµ (qµ), is a contraction across
the derivative of each component

∂Aµ

∂qµ
= ∂µA

µ ,

which resolves to a scalar. Let µ = {1, 2, 3} to reproduce the three-dimensional case.

2.2 Gradient

The gradient of a scalar field f (xµ) or f (qµ) is a vector of partial derivatives with respect to each variable.
In a normalized basis, this is

∇⃗f = â(µ)
∂f

∂xµ
,
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2. BASIS VECTORS CHAPTER 1. RIEMANNIAN GEOMETRY

or in the generalized representation:

∇⃗f = â(µ)
∂f

∂xµ
= â(µ)

∣∣∣⃗a(µ)∣∣∣ ∂f
∂qµ

= a⃗(µ)
∂f

∂qµ

By switching to vector-free notation, note we always assume non-normalized basis vectors:

∂µf =
∂f

∂qµ

Observe that the gradient operation converts a scalar (0, 0) tensor into a covariant (0, 1) vector. We may
instead transform into a contravariant (1, 0) vector with the up-index gradient operator:

∂µf = gµν∂νf

Problem 2
Calculate the gradient of the function

f (x, y) = ln
√
x2 + y2

and convert the result to polar coordinates obeying

x = r cos θ y = r sin θ .

Solution 2

∂µf =

(
x

x2 + y2
,

y

x2 + y2

)
Vx =

x

x2 + y2
Vy =

y

x2 + y2

Vr =
∂x

∂r
Vx +

∂y

∂r
Vy =

1

r
Vθ =

∂x

∂θ
Vx +

∂y

∂θ
Vy = 0

From vector calculus, we know that the gradient operation converts a scalar into a vector (a one-index
tensor). Unfortunately higher-order derivatives don’t generally result in tensors at face value, as illustrated
by calculating two gradients ∂µ∂νf with respect to a primed coordinate system as

∂µ′∂ν′f =
∂qα

∂qµ′

∂

∂qα

(
∂qβ

∂qν′

∂f

∂qβ

)
=
∂qα

∂qµ′

∂qβ

∂qν′ ∂α∂βf +
∂qα

∂qµ′

∂2qβ

∂qα∂ν′

∂f

∂qβ
,

which clearly violates the tensor transformation rule. (The last term shouldn’t be there.)

Problem 3
Consider the covariant vector field Vµ(q

µ). Under general coordinate transformations qµ → qµ
′
, show

that the quantity ∂ [αVβ ] transforms as a type (0, 2) tensor.

Solution 3

∂′
[
αV

′
β

]
=

1

2

(
∂′αV

′
β − ∂′βV

′
α

)
=

1

2

(
∂

∂qα′ V
′
β − ∂

∂qβ′ V
′
α

)
=

1

2

(
∂qµ

∂qα′

∂

∂qµ

(
∂qν

∂qβ′ Vν

)
− ∂qµ

∂qβ′

∂

∂qµ

(
∂qν

∂qα′ Vν

))

=

(((((((((((((((((((((
1

2

(
∂qµ

∂qα′

∂

∂qβ′

(
∂qν

∂qµ

)
− ∂qµ

∂qβ′

∂

∂qα′

(
∂qν

∂qµ

))
Vν

+
1

2

(
∂qµ

∂qα′

∂qν

∂qβ′ −
∂qµ

∂qβ′

∂qν

∂qα′

)
∂µVν =

∂qµ

∂q[α′]

∂qν

∂q[β′]
∂µVν

8



2. BASIS VECTORS CHAPTER 1. RIEMANNIAN GEOMETRY

2.3 Curl

The vector product or cross product between two vectors is generalized to N dimensions using the Levi-
Civita symbol ϵijk. If the indices i, j, k are an even permutation of the sequence 1, 2, 3, then ϵ = 1. For odd
permutations, ϵ = −1, and for any two equal indices, ϵ = 0. Note ϵijk is not a tensor and ignores the up- or
down-placement of indices. To generalize to higher dimensions, add more indices next to i, j, k.

For a 3D example, the cross product reads

(u⃗× v⃗)
i
= ϵijku

jvk ,

and the curl of a vector is (
∇⃗ × v⃗

)i
= ϵijk

∂

∂xj
(v⃗)

k
,

or

∇⃗ × v⃗ = â(j)
∂

∂xj
×
(
viâ(i)

)
.
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3. COVARIANT DERIVATIVE CHAPTER 1. RIEMANNIAN GEOMETRY

3 Covariant Derivative

Let us continue considering an N -dimensional manifold S mapped by generalized coordinates qi, having line
element

dS⃗ =
∂S⃗

∂q1
dq1 +

∂S⃗

∂q2
dq2 + · · ·+ ∂S⃗

∂qN
dqN = a⃗(µ) dq

µ ,

and corresponding metric
gµν = a⃗(µ) · a⃗(ν) .

The fun stops relatively early, however. Right away we find that the divergence of a rank (1, 0) tensor
V β is not a tensor. Take two representations of V as observed in two coordinate systems

V µ
′
=
∂qµ

′

∂qµ
V µ ,

and differentiate with respect to qν
′
to find

∂ν′V µ
′
=

∂

∂qν′ V
µ′

=
∂

∂qν′

(
∂qµ

′

∂qµ
V µ

)
=

∂qν

∂qν′

∂qµ
′

∂qµ
∂νV

µ +
∂qν

∂qν′

∂2qµ
′

∂qν∂qµ
V µ ,

which would have transformed as a tensor if it weren’t for that second term.

3.1 Motivation

The fact that a tangent vector’s divergence is not a tensor motivates the covariant derivative operator Dν

to act on V µ and force the result to be a tensor:

Dν′V µ
′
=

∂qν

∂qν′

∂qµ
′

∂qµ
DνV

µ

The operator Dν must include a new term that can subtract off any non-tensorial components by construc-
tion. We then propose

DνV
µ = ∂νV

µ + ΓµνλV
λ ,

where the factors Γµνβ are called Christoffel symbols. By testing coordinate transformations (see below), it’s

readily shown that Γ cannot be a tensor. To prove this, we calculate Dν′V µ
′
to find

Dν′V µ
′
= ∂ν′V µ

′
+ (Γ′)

µ′

ν′λ′ V
λ′

=
∂qν

∂qν′

∂qµ
′

∂qµ
∂νV

µ +
∂qν

∂qν′

∂2qµ
′

∂qν∂qλ
V λ + (Γ′)

µ′

ν′λ′
∂qλ

′

∂qλ
V λ

=
∂qν

∂qν′

∂qµ
′

∂qµ

(
∂νV

µ +
∂qµ

∂qα
∂2qα

∂qν∂qλ
V λ + (Γ′)

α
βγ

∂qβ

∂qν
∂qµ

∂qα
∂qγ

∂qλ
V λ
)
.

The quantity in parentheses must resolve to ∂νV
µ + ΓµνλV

λ by the tensor transformation law, revealing the
restriction on Γ to be

(Γ′)
α
βγ =

∂qν

∂qβ
∂qα

∂qµ
∂qλ

∂qγ
Γµνλ −

∂qν

∂qβ
∂qλ

∂qγ
∂2qα

∂qν∂qλ
,

which is unambiguously not a tensor (the second term gives it away).

3.2 Vector Derivative

To reinforce the motivation for the covariant derivative, we write the divergence of a vector V⃗ , namely

∂ν
(
V µ a⃗(µ)

)
= ∂ν (V

µ) a⃗(µ) + V µ∂ν
(
a⃗(µ)

)
,

10
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and observe that the derivative of a⃗(µ) involves a second derivative of the position vector r⃗, analogous to an
acceleration-like term that points toward the center of curvature, which may be well-off the manifold itself.
We correct for this by replacing the last term with

V µ∂ν
(
a⃗(µ)

)
= ΓµνβV

β a⃗(µ) .

Problem 1
Solve for the components of Γµνβ in terms of position S⃗ on the manifold and the basis vectors a⃗(µ) and

interpret the result. That is, eliminate any reference to V in the above.

Solution 1

ΓµνβV
β a⃗(µ) = V µ∂ν

(
a⃗(µ)

)
ΓµνβV

β
������
(
a⃗(γ) · a⃗(µ)

)
δγµ = a⃗(γ) · V µ∂ν

(
a⃗(µ)

)
Γγνβ�

�V β = a⃗(γ) ·��V β∂ν
(
a⃗(β)

)
Γγµν = a⃗(γ) · ∂

∂qµ
a⃗(ν)

Γγµν = a⃗(γ) · ∂

∂qµ
∂

∂qν
S⃗

From ordinary calculus, recall that derivatives of S⃗ with respect to qµ and qν commute, implying a
symmetry in the lower index of Γ:

Γγµν = Γγνµ

Problem 2
Find a formula forDνV

µ purely in terms of partial derivatives and basis vectors. (No Christoffel symbols.)

Solution 2

∂ν
(
V µ a⃗(µ)

)
= ∂ν (V

µ) a⃗(µ) + ΓµνβV
β a⃗(µ)

a⃗(µ) · ∂ν
(
V µ a⃗(µ)

)
=
(
∂νV

µ + ΓµνβV
β
)
a⃗(µ) · a⃗(µ)

a⃗(µ) · ∂ν
(
V µ a⃗(µ)

)
= DνV

µ

Problem 3
Check if the covariant derivative follows similar rules to ordinary calculus for two tensors U and V .

Solution 3

Dα (U
µ + V ν) = DαU

µ +DαV
ν

Dα (U
µV ν) = (DαU

ν)V ν + Uµ (DαV
ν)

Dµ (A
α
αν) = (DA)

α
µαν

3.3 Scalar Derivative

A scalar field is represented by a type (0, 0) tensor f = UαV
α. Applying the covariant derivative to such a

field, we have
Dνf = (DνUα)V

α + Uα (DνV
α) .

11
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To handle the covariant derivative on a down-index, momentarily introduce a modified Christoffel symbol Γ̃
as follows:

Dνf =
(
∂νUα + Γ̃βναUβ

)
V α + Uα

(
∂νV

α + ΓανβV
β
)

= V α∂νUα + Uα∂νV
α + Γ̃βναUβV

α + ΓανβUαV
β

= ∂νf + UβV
α
(
Γ̃βνα + Γβνα

)
Of course, the derivative of a scalar field can not be subject to the same distortions as a tensor field.
Simultaneously conclude that

Dνf = ∂νf Γ̃βνα = −Γβνα ,

and as a corollary, the covariant derivative on a down-index reads:

DνVµ = ∂νVµ − ΓβνµVβ

3.4 Tensor Derivative

We have seen that the covariant derivative on an up-index introduces a factor of Γ, and on a down-index we
get −Γ. This pattern extends generally as illustrated:

DαT
µν = ∂αT

µν + ΓµαβT
βν + ΓναρT

µρ

DαUµν = ∂αUµν − ΓραµUρν − ΓγανUµγ

DαV
µ
ν = ∂αV

µ
ν + ΓµαγV

γ
ν − ΓβανV

µ
β ,

You are encouraged to check that the V µν -equation with µ = ν is consistent with the covariant derivative of
a scalar field.

Problem 4
Show that if Aµν = −Aνµ is an antisymmetric type (0, 2) tensor, all connection coefficients cancel out of

D [µAνρ] = ∂ [µAνρ] .

Solution 4

D [µAνρ] =
1

3!
(DµAνρ +DρAµν +DνAρµ −DµAρν −DρAνµ −DνAµρ)

=
1

3
(DµAνρ +DρAµν +DνAρµ)

= ∂µAνρ − ΓγµνAγρ − ΓγµρAνγ

+ ∂ρAµν − ΓγρµAγν − ΓγρνAµγ

+ ∂νAρµ − ΓγνρAγµ − ΓγνµAργ

= ∂µAνρ + ∂ρAµν + ∂νAρµ

= ∂ [µAνρ]

3.5 Torsion Tensor

The torsion, defined as Tµνγ = Γµνγ − Γµγν , qualifies as a tensor. To prove this, we calculate

T ′µ′

ν′γ′ = Γ′µ′

ν′γ′ − Γ′µ′

γ′ν′

=
∂qµ

′

∂qβ
∂qα

∂qν′

∂qρ

∂qγ′ Γ
β
αρ −

∂qµ
′

∂qβ
∂qρ

∂qγ′

∂qα

∂qν′ Γ
β
ρα

=
∂qµ

′

∂qβ
∂qα

∂qν′

∂qρ

∂qγ′ T
β
αρ ,

12
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which adheres to the transformation law for tensors. In most subjects, particularly general relativity, the
torsion is assumed to be zero unless heavily disclaimed.

If the above is violated, the reason would trace back to non-commuting dot products between basis
vectors on the manifold. This notion isn’t realistic (i.e. not needed to derive any known useful physics),
although efforts have been made using torsion to understand quantum spin.

3.6 Metric Compatibility

The metric compatibility condition states that the covariant derivative of the metric is automatically zero at
all points on the manifold:

Dαgµν = 0

Problem 5
Show that the inverse relation

Dαg
µν = 0

also holds by considering the product Dα (gµνg
γν).

Solution 5

Dα (gµνg
γν) = gµνDαg

γν + gγνDαgµν

Dα

(
δγµ
)
= gµνDαg

γν + gγν · 0
gµρDα

(
δγµ
)
= gµρgµνDαg

γν

0 = Dαg
γρ

3.7 Connection Coefficients

The Christoffel symbols Γ have another label called connection coefficients. Using the metric compatibility
relation Dαgµν = 0 along with the symmetry requirement Γµνγ = Γµγν , we may solve for each component of
Γ.

Begin by explicitly writing the compatibility relation in terms of Γ, and then write two permutations of
the same equation in the indices α, µ, and ν:

0 = ∂αgµν − Γγαµgγν − Γγανgµγ

0 = ∂νgαµ − Γγναgγµ − Γγνµgαγ

0 = ∂µgνα − Γγµνgγα − Γγµαgνγ

Subtracting the second two equations from the first, find

0 = ∂αgµν − ∂νgαµ − ∂µgνα + 2Γγµνgαγ ,

which has only one instance of Γ. Isolating this, we have

Γρµν =
1

2
gρα (∂µgνα + ∂νgαµ − ∂αgµν) .

Problem 6
Using the rise-over-run notion of the derivative, find an expression for ∂γΓ

µ
νβ based at a specific point

qµ (p) on the manifold.

Solution 6
Start with

Γµνβ (q
µ (p′))− Γµνβ (q

µ (p))

qγ (p′)− qγ (p)
= ∂γΓ

µ
νβ

Γµνβ (q
µ (p′))− Γµνβ (q

µ (p)) = (qγ (p′)− qγ (p)) ∂γΓ
µ
νβ ,

13
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where if we define shorthand such shat

Γµνβ (q
µ (p)) = Γµνβ (p) qγ (p′)− qγ (p) = bγ(p′p) ,

the tighter expression reads:
Γµνβ (p

′)− Γµνβ (p) = bγ(p′p)∂γΓ
µ
νβ

3.8 Vector Calculus Operators

The covariant derivative is a starting point for several useful identities. First multiply through by a⃗(ν) · a⃗(µ)
to write the divergence on a manifold:

∇⃗ · V⃗ =
(
a⃗(ν) · a⃗(µ)

)
DνV

µ = DµV
µ

Multiply instead by a⃗(ν) × a⃗(µ) to get the generalized curl:

∇⃗ × V⃗ =
(
a⃗(ν) × a⃗(µ)

)
DνV

µ

The Laplacian operator ∇⃗ · ∇⃗ = ∇2 = ∆ involves two derivatives of a scalar field f . The ‘inner’ derivative
is easy because we found Dαf = ∂αf . To continue, assume that vector V above is really a gradient of some
scalar function f , as in V µ = Dµf . The Laplacian operator on a manifold is therefore expressed by any of:

∆f = ∇2f = DµD
µf = gµνDµDνf =

(
a⃗(µ) · a⃗(ν)

)
DµDνf

14
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4 Flat Manifolds

A flat manifold is defined as any space where Euclidean geometry works: triangles have π internal radians, a
circle obeys A = πr2, and so on. It should be emphasized that simply because a coordinate system involves
‘curvy’ coordinates (i.e. anything but Cartesian), the manifold may still be flat. Saving the problem of
objective curvature detection for the next section, we pause here to write the properties of flat manifolds.

As usual, we work with an N -dimensional manifold S mapped by generalized coordinates qi, having line
element

dS⃗ =
∂S⃗

∂q1
dq1 +

∂S⃗

∂q2
dq2 + · · ·+ ∂S⃗

∂qN
dqN = a⃗(µ) dq

µ ,

and corresponding metric
gµν = a⃗(µ) · a⃗(ν) .

4.1 Cartesian Coordinates

A three-dimensional flat space is easily represented by the Cartesian position vector

S⃗ = x î+ y ĵ + z k̂ .

In this coordinate system, the line element is

dS⃗ = dx î+ dy ĵ + dz k̂ ,

with corresponding interval
dS2 = dx2 + dy2 + dz2 .

The Cartesian metric for flat space has its own symbol η whose components are trivial to read from dS⃗
or dS2:

ηµµ = 1 ηµν = 0 if µ�= ν

In block (not matrix!) form, the Cartesian metric reads

ηµν =

1 0 0
0 1 0
0 0 1

 .

Needless to mention that all connection coefficients Γ, which depend on derivatives of η, are zero in Cartesian
coordinates.

4.2 Cylindrical Coordinates

Starting with Cartesian coordinates, we choose a polar representation of the xy-plane and leave the z-
component unchanged to get cylindrical coordinates

S⃗ = r r̂ + z k̂ ,

where:

r =
√
x2 + y2 r̂ = cos θ î+ sin θ ĵ

dr̂

dθ
= θ̂

Our first reflex should be to derive the differential line element dS⃗ and the interval dS2 for this system,
resulting in

dS⃗ = dr r̂ + rdθ θ̂ + dz k̂ dS2 = dr2 + r2dθ2 + dz2 .

Basis vectors for this system are inferred from dS⃗, namely

a⃗(r) = r̂ a⃗(θ) = r θ̂ a⃗(z) = k̂ ,

15
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and using a⃗(µ) · a⃗(ν) = δνµ, we also have

a⃗(r) = r̂ a⃗(θ) = r−1 θ̂ a⃗(z) = k̂ .

Components of the metric are inferred from dS2, or equivalently, a⃗(µ) · a⃗(ν) = gµν , which turn out to be

grr = 1 gθθ = r2 gzz = 1 ,

or with raised indices,

grr = 1 gθθ = r−2 gzz = 1 .

Of course, we could have used the tensor transformation law

gµ′ν′ =
∂qα

∂qµ′

∂qβ

∂qν′ ηαβ

to derive the components of gµν from the Cartesian metric. In the above, the primed indices refer to
parameters r, θ, z, whereas the unprimed indices are for x, y, and z.

If the components of a vector V⃗ = V µa⃗(µ) = vµâ(µ) are handed to you in the form V r, V θ, V z, use the
metric to lower the index via Vµ = gµνV

ν :

Vr = V r Vθ = r2 V θ Vz = V z

To isolate vµ, calculate V⃗ · â(µ) to get

vr = V r vθ = r V θ vz = V z .

Connection coefficients can be cumbersome to calculate blindly, however most components of Γ resolve
to zero for common coordinate systems, with cylindrical coordinates mapping flat space being the first
almost-trivial cases. Using either of

Γγµν = a⃗(γ) · ∂

∂qµ
∂

∂qν
S⃗ Γρµν =

1

2
gρα (∂µgνα + ∂νgαµ − ∂αgµν) ,

your effort should distill to

Γθrθ =
1

r
Γrθθ = −r .

Problem 1
Using index notation, write the gradient of a scalar function f in flat space mapped by cylindrical

coordinates. Also find the divergence and the curl of a vector V⃗ = V µa⃗(µ) = vµâ(µ) in the same system.
Finish off by finding the Laplacian operator.

Solution 1

∇⃗f = a⃗(µ)∂µf =
∂f

∂r
r̂ +

1

r

∂f

∂θ
θ̂ +

∂f

∂z
ẑ

∇⃗ · V⃗ = ∂rV
r + ∂θV

θ + ∂zV
z + ΓθθrV

r =
1

r

∂

∂r
(rvr) +

1

r

∂

∂θ
vθ +

∂

∂z
vz

∇⃗ × V⃗ =

(
1

r

∂

∂θ
vz − ∂

∂z
vθ
)
r̂ +

(
∂

∂z
vr − ∂

∂r
vz
)
θ̂ +

1

r

(
∂

∂r

(
rvθ
)
− ∂

∂θ
vr
)
ẑ

∇2f =
1

r

∂

∂r

(
r
∂f

∂r

)
+

1

r2
∂2f

∂θ2
+
∂2f

∂z2

16
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4.3 Spherical Coordinates

A three-dimensional flat space mapped by spherical coordinates is parameterized in terms of two angles and
one radius as

S⃗ = r r̂ = r sin θ cosϕ î+ r sin θ sinϕ ĵ + r cos θ k̂ ,

where
r =

√
x2 + y2 + z2 .

Normalized basis vectors are calculated from S⃗ according to:

r̂ =
∂S⃗

∂r
·

∣∣∣∣∣∂S⃗∂r
∣∣∣∣∣
−1

= sin θ cosϕ î+ sin θ sinϕ ĵ + cos θ k̂

θ̂ =
∂S⃗

∂θ
·

∣∣∣∣∣∂S⃗∂θ
∣∣∣∣∣
−1

= cos θ cosϕ î+ cos θ sinϕ ĵ − sin θ k̂

ϕ̂ =
∂S⃗

∂ϕ
·

∣∣∣∣∣∂S⃗∂ϕ
∣∣∣∣∣
−1

= − sinϕ î+ cosϕ ĵ

From S⃗, we also calculate the differential line element dS⃗ and the interval dS2 to get

dS⃗ = dr r̂ + rdθ θ̂ + r sin θdϕ ϕ̂ dS2 = dr2 + r2 dθ2 + r2 sin2 θ dϕ2 ,

telling us the basis vectors for this system are

a⃗(r) = r̂ a⃗(θ) = r θ̂ a⃗(ϕ) = r sin θ ϕ̂ ,

and a⃗(µ) · a⃗(ν) = δνµ gives

a⃗(r) = r̂ a⃗(θ) = r−1 θ̂ a⃗(ϕ) = (r sin θ)
−1

ϕ̂ .

Components of the metric are inferred from dS2, or equivalently, a⃗(µ) · a⃗(ν) = gµν , which turn out to be

grr = 1 gθθ = r2 gϕϕ = r2 sin2 θ ,

or with raised indices,

grr = 1 gθθ = r−2 gϕϕ =
(
r2 sin2 θ

)−1
.

Of course, we could have used the tensor transformation law

gµ′ν′ =
∂qα

∂qµ′

∂qβ

∂qν′ ηαβ

to derive the components of gµν from the Cartesian metric. In the above, the primed indices refer to
parameters r, θ, ϕ, whereas the unprimed indices are for x, y, and z.

If the components of a vector V⃗ = V µa⃗(µ) = vµâ(µ) are handed to you in the form V r, V θ, V ϕ, use the
metric to lower the index via Vµ = gµνV

ν :

Vr = V r Vθ = r2 V θ Vϕ = r2 sin2 θ V ϕ

To isolate vµ, calculate V⃗ · â(µ) to get

vr = V r vθ = r V θ vϕ = r sin θ V ϕ .

Problem 2
Calculate all nonzero connection coefficients in flat space mapped by spherical coordinates.
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Solution 2

Γθrθ = Γϕrϕ =
1

r
Γrθθ = −r Γrϕϕ = −r sin2 θ

Γθϕϕ = − sin θ cos θ Γϕϕθ = cot θ

Problem 3
Using index notation, write the gradient of a scalar function f in flat space mapped by spherical coordi-

nates. Also find the divergence and the curl of a vector V⃗ = V µa⃗(µ) = vµâ(µ) in the same system. Finish off
by finding the Laplacian operator.

Solution 3

∇⃗f = a⃗(µ)∂µf =
∂f

∂r
r̂ +

1

r

∂f

∂θ
θ̂ +

1

r sin θ

∂f

∂ϕ
ϕ̂

∇⃗ · V⃗ = ∂rV
r + ∂θV

θ + ∂ϕV
ϕ +

2V r

r
+ V θ cot θ

=
1

r2
∂

∂r

(
r2vr

)
+

1

r sin θ

∂

∂θ

(
sin θvθ

)
+

1

r sin θ

∂

∂ϕ
vϕ

(
∇⃗ × V⃗

)
r
= sin θ ∂θV

ϕ + 2 cos θ V ϕ − 1

sin θ
∂ϕV

θ

=
1

r sin θ

(
∂

∂θ

(
sin θvϕ

)
− ∂

∂ϕ
vθ
)

(
∇⃗ × V⃗

)
θ
=

1

r sin θ
∂ϕV

r − 2 sin θ V ϕ − r sin θ
(
∂rV

ϕ
)

=
1

r

(
1

sin θ

∂

∂ϕ
vr − ∂

∂r

(
rvϕ
))

(
∇⃗ × V⃗

)
ϕ
= r∂rV

θ + 2V θ − 1

r
∂θV

r

=
1

r

(
∂

∂r

(
rvθ
)
− ∂

∂θ
vr
)

∇2f =
1

r2
∂

∂r

(
r2
∂f

∂r

)
+

1

r2
∂

∂θ

(
sin θ

∂f

∂θ

)
+

1

r2 sin2 θ

∂2f

∂ϕ2

4.4 Parabolic Coordinates

Starting with two-dimensional Cartesian coordinates, we choose a parabolic representation of the xy-plane

S⃗ = x î+ y ĵ ,

where the parabolic coordinates u, v are defined by

x = uv y =
1

2

(
u2 − v2

)
.

Problem 4
Find the equation of a circle of radius r centered at the origin.

Solution 4
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r2 = x2 + y2 = u2v2 +
1

4

(
u4 + v4 − 2u2v2

)
=
u2v2

2
+
u2 + v2

4
=

1

4

(
u2 + v2

)2
2r = u2 + v2

Normalized basis vectors are calculated from S⃗ according to

û =
∂S⃗

∂u
·

∣∣∣∣∣∂S⃗∂u
∣∣∣∣∣
−1

=
v î+ u ĵ√
u2 + v2

v̂ =
∂S⃗

∂v
·

∣∣∣∣∣∂S⃗∂v
∣∣∣∣∣
−1

=
u î− v ĵ√
u2 + v2

,

where solving for î, ĵ respectively, we have

î =
v û+ u v̂√
u2 + v2

ĵ =
u û− v v̂√
u2 + v2

,

and therefore S⃗ becomes

S⃗ =

√
u2 + v2

2
(u û+ v v̂) .

The next job is to calculate the line element dS⃗, which entails first discovering

dû =
udv − vdu

u2 + v2
v̂ dv̂ =

vdu− udv

u2 + v2
û ,

and by careful substitution into

dS⃗ = d

(√
u2 + v2

2

)
(u û+ v v̂) +

√
u2 + v2

2
d (u û+ v v̂) ,

the line element becomes
dS⃗ =

√
u2 + v2 (du û+ dv v̂) ,

where clearly the interval dS2 resolves to

dS2 =
(
u2 + v2

) (
du2 + dv2

)
.

Of course, dS2 can be calculated much more easily while avoiding any mention of û, v̂ by starting with
dx2 + dy2, but the path we chose is more instructive.

From dS⃗ we infer the basis vectors for this system obeying a⃗(µ) · a⃗(ν) = δνµ:

a⃗(u) =
√
u2 + v2 û a⃗(v) =

√
u2 + v2 v̂

a⃗(u) =
û√

u2 + v2
a⃗(v) =

v̂√
u2 + v2

Components of the metric are inferred from dS2, or equivalently, a⃗(µ) · a⃗(ν) = gµν , which turn out to be

guu = u2 + v2 gvv = u2 + v2 ,

or with raised indices,

guu =
1

u2 + v2
gvv =

1

u2 + v2
.
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Of course, we could have used the tensor transformation law

gµ′ν′ =
∂qα

∂qµ′

∂qβ

∂qν′ ηαβ

to derive the components of gµν from the Cartesian metric. In the above, the primed indices refer to
parameters u, v, whereas the unprimed indices are for x and y.

If the components of a vector W⃗ = Wµa⃗(µ) = wµâ(µ) are handed to you in the form Wu, W v, use the
metric to lower the index via Wµ = gµνW

ν :

Wu =
(
u2 + v2

)
Wu Wv =

(
u2 + v2

)
W v

To isolate wµ, calculate W⃗ · â(µ) to get

wu =
√
u2 + v2 Wu wv =

√
u2 + v2 W v .

Problem 5
Calculate all nonzero connection coefficients in two-dimensional flat space mapped by parabolic coordi-

nates.

Solution 5

Γuuu = Γvuv =
u

u2 + v2
Γuuv = Γvvv =

v

u2 + v2

Γuvv =
−u

u2 + v2
Γvuu =

−v
u2 + v2

Problem 6
Using index notation, write the gradient of a scalar function f in flat space mapped by parabolic coordi-

nates. Also find the divergence and the curl of a vector W⃗ = Wµa⃗(µ) = wµâ(µ) in the same system. Finish
off by finding the Laplacian operator.

Solution 6

∇⃗f = a⃗(µ)∂µf =
1√

u2 + v2

(
∂f

∂u
û+

∂f

∂v
v̂

)

∇⃗ · W⃗ = DµW
µ = gαµDµWα =

1

u2 + v2
(∂uWu + ∂vWv)

=
1

u2 + v2

(
∂u

(√
u2 + v2 wu

)
+ ∂v

(√
u2 + v2 wv

))
∣∣∣∇⃗ × W⃗

∣∣∣ = ∣∣∣⃗a(ν) × a⃗(µ)

∣∣∣DνW
µ = DuW

v −DvW
u

= ∂vW
u − ∂uW

v − u+ v

u2 + v2
(Wu +W v)

∇2f =
1

u2 + v2

(
∂2f

∂u2
+
∂2f

∂v2

)
Problem 7

Consider flat space mapped by three-dimensional parabolic coordinates:

x = uv cosϕ y = uv sinϕ z =
1

2

(
u2 − v2

)
Show that surfaces of constant u and v are confocal paraboloids that open upward and downward, respec-
tively.
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Solution 7

x2 + y2 = u2v2 2z = u2 − v2

zu =
1

2

(
x2 + y2

u2
− v2

)
zv =

1

2

(
u2 − x2 + y2

v2

)
Problem 8

Determine all components of the metric in flat space mapped by three-dimensional parabolic coordinates.

Solution 8

guu =
∂qx

∂qu
∂qx

∂qu
ηxx +

∂qy

∂qu
∂qy

∂qu
ηyy +

∂qz

∂qu
∂qz

∂qu
ηzz = u2 + v2

gvv = u2 + v2 gϕϕ = u2v2

Problem 9
Find the Laplacian operator in flat space mapped by three-dimensional parabolic coordinates.

Solution 9

∇2f =
1

u2 + v2

(
1

u
∂u (u ∂uf) +

1

v
∂v (v ∂vf)

)
+

1

u2v2
∂ϕϕf

4.5 Hyperspherical Coordinates

It’s totally reasonable to conceive of a four-dimensional flat space permitting a metric that extends from the
three-dimensional case, namely

ηµν =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

In so-called hyperspherical coordinates, the position vector needs a radius and three angles as follows:

x = r cosψ y = r sinψ cos θ

z = r sinψ sin θ cosϕ w = r sinψ sin θ sinϕ

To calculate the interval
dS2 = dx2 + dy2 + dz2 + dw2 ,

one may engage in the tedious task of computing the sum of the squares of each differential, however the
tensor transformation law

gµ′ν′ =
∂qα

∂qµ′

∂qβ

∂qν′ ηαβ

is much more elegant (yet almost as tedious). Carrying this out, we find

grr = 1 gψψ = r2

gθθ = r2 sin2 ψ gϕϕ = r2 sin2 ψ sin2 θ .

Then, the interval is

dS2 = gµνdq
µdqν = dr2 + r2 dψ2 + r2 sin2 ψ dθ2 + r2 sin2 ψ sin2 θ dϕ2 .

Of course, one may lock the radius r such that dr = 0, reducing the interval to

dS2 = r2
(
dψ2 + sin2 ψ dθ2 + sin2 ψ sin2 θ dϕ2

)
,

which is a three-dimensional manifold. It should be noted that such a three-sphere should not be assumed
flat space.
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5 Affine Parameter

The coordinates qµ (λ) on a manifold may be parameterized in terms of (nearly) any variable λ without
‘physical’ consequence. Some choices of λ however are more natural than others, with the most natural
parameterization being arc length on the manifold, already named dS. Any term that is proportional to the
arc length

dS ∝ dλ

is called an affine parameter.

5.1 Proper Time

Borrowing notation from special relativity, we shall relate dS to c dτ , where c is the speed of light on the
manifold, and τ is called the proper time. One notational annoyance we must adopt is a minus sign connecting
the proper time to the arc length as

dS2 = −c2 dτ2 ,

in accordance with conventions from special relativity. (Some texts have all signs in the metric flipped so as
to avoid introducing a minus sign in this moment.)

On a manifold, the derivative of the position vector qµ with respect to the proper time τ is called the
proper velocity vector, denoted Uµ. A second derivative gives the proper acceleration:

Uµ =
dqµ

dτ

d

dτ
Uµ =

d2qµ

dτ2

The differential interval dS2 in terms of proper time and property velocity is

dS2 = dqµdq
µ = gµνdq

µdqν = gµνU
µUν dτ2 ,

telling us the norm of the proper velocity vector is a constant called an invariant :

UµUµ = gµνU
µUν = −c2

We may also solve for dτ in terms of generalized coordinates:

dτ =
1

c

√
−gµνdqµdqν

5.2 Minkowski Space

Let us include time t as the zeroth component of the Cartesian position vector q1 = x, q2 = y, q3 = z, such
that q0 = ct, where c is a normalization constant interpreted as the speed of light on the manifold. The flat
metric tensor ηµν is known to have zero mixed terms with any ηλλ = 1 if λ ≥ 1. By tradition from special
relativity, the time component of the metric η00 includes a minus sign, namely

ηµν =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

The Minkowski interval dS2 resolves to

dS2 = −c2 dt2 + dx2 + dy2 + dz2 = −c2 dt2 + dx⃗2 .

Applying dS2 = −c2 dτ2 to the Minkowski interval, we may solve for dt/dτ in terms of dx⃗2/dt2 = v2,

−c2 dτ2 = −c2 dt2 + dx⃗2 → c2
dτ2

dt2
= c2 − v2
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dt

dτ
=

1√
1− v2/c2

= γ ,

resulting in the famed ‘gamma factor’ that captures time dilation. In light of the gamma factor, the position
vector qµ and proper velocity dqµ/dτ are

qµ = (ct, x⃗) Uµ = (γc, γv⃗) ,

where the relation UµUµ = −c2 is readily satisfied.
Going a step further, let us suppose that the position vector qµ traces the path of a particle of mass m.

Multiplying m into the proper velocity vector gives us the proper momentum

Pµ = mUµ = m (γc, γv⃗) = (γmc, p⃗) ,

whose norm is PµPµ = −m2c2. Using this, we find

−m2c2 = −m2γ2c2 +m2v2(
γmc2

)2
= p2c2 +m2c4

γmc2 = E =
√
p2c2 +m2c4 .

For reasons that are especially obvious from special relativity, identify the left side of the result as the total
energy E of the particle. While at rest (v = 0, p = 0, γ = 1), the energy famously reduces to

E0 = mc2 .

On the other hand, we may still talk about the energy and momentum of a massless particle moving at speed
c, also known as a photon, whose energy is the product

Eγ = pc .

The proper momentum may be written

Pµ =

(
E

c
, p⃗

)
to cover each case.

Multiply the mass m into the proper acceleration to write the proper force

Fµ = m
d

dτ
Uµ =

d

dτ
Pµ ,

where a contraction with Uµ resolves to zero, as

FµUµ = mUµ
d

dτ
Uµ =

m

2

d

dτ
(UµUµ) =

m

2

d

dτ

(
−c2

)
= 0 .

Unpacking the definition of Fµ, the proper force looks like:

Fµ = γ

(
1

c

dE

dt
,
dp⃗

dt

)
= γ

(
F⃗ · v⃗
c

, F⃗

)
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6 Geodesic Equation

The notion of geodesics enters the game to play among among tensors, the metric, and the covariant derivative
in order to properly understand geometry in curved space. Specifically, the geodesic equation on a manifold
is the generalization of the zero-acceleration case in flat space.

6.1 Parallel Transport

The Christoffel symbols Γ arose from the need to ensure that the covariant derivative always delivers a
tensor. Now we reinforce their existence by employing a less formal but more physically concrete analysis
called parallel transport, which entails keeping the components of a constant vector V µ fixed while undergoing
a change in base point qµ.

To demonstrate parallel transport and its implications, consider a flat two-dimensional manifold mapped
by polar coordinates via

r⃗ = r cos θ î+ r sin θ ĵ .

A vector V obeys the contraction

|V |2 = gµνV
µV ν = grr (V

r)
2
+ gθθ

(
V θ
)2

= gµνV
µV ν = (V r)

2
+ r2

(
V θ
)2
,

where grr = 1 and gθθ = r2 have been used. It follows that

V r = |V | cosϕ V θ = |V | 1
r
sinϕ ,

where ϕ is the angle made between V⃗ and its base point position vector r⃗.
The base point of V may be parallel-transported in two independent ways, namely along the pure r-

direction, or purely in θ, resulting in a vector Ṽ with the same magnitude. For small displacements in r and
θ respectively, we write

Ṽ r =
∣∣∣Ṽ ∣∣∣ cosϕ Ṽ θ =

∣∣∣Ṽ ∣∣∣ 1

r +∆r
sinϕ

Ṽ r =
∣∣∣Ṽ ∣∣∣ cos (ϕ−∆θ) Ṽ θ =

∣∣∣Ṽ ∣∣∣ 1
r
sin (ϕ−∆θ)

From the above equations containing a sinϕ term, we may eliminate said term and both magnitudes
∣∣∣Ṽ ∣∣∣

and |V | to solve for Ṽ θ in terms of V θ:

Ṽ θ = V θ
�
��
∣∣∣Ṽ ∣∣∣ 1

��|V |
r

r +∆r
≈ V θ − V θ

∆r

r

Repeating a similar exercise to solve for Ṽ r, we have

Ṽ r =
∣∣∣Ṽ ∣∣∣ (cosϕ cos∆θ + sinϕ sin∆θ) ≈ V r + V θr∆θ

Observe that the components of the parallel-transported vector adhere to a pattern, namely

Ṽ µ ≈ V µ − (?)
µ
νβ V

ν dqβ ,

where the (?)
µ
νβ object acts suspiciously like a Christoffel symbol. By comparison to Γµνβ in 2D polar

coordinates, it happens that the factors 1/r and −r are precisely equal to Γθrθ and Γrθθ. In summary, we
uncover a Calculus 101-eqsue derivative formula

Ṽ µ ≈ V µ + ΓµνβV
ν dqβ ,

reaffirming that the Christoffel symbols track the ‘slope’ in the coordinate system on which V is placed.
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6.2 Derivation by Parallel Transport

Recalling the star conclusion from parallel transport analysis, note that the proper velocity vector U must
obey

Ũµ ≈ Uµ + ΓµνβU
ν dqβ

under a small change of base point. If we rearrange and divide through by the proper time to write

0 ≈ Uµ − Ũµ

dτ
+ ΓµνβU

νUβ ,

this limits to the geodesic equation:

0 =
d

dτ
Uµ + ΓµνβU

νUβ 0 =
d2qµ

dτ2
+ Γµνβ

dqν

dτ

dqβ

dτ

6.3 Derivation by Covariant Derivative

A stronger argument for the geodesic equation arises by setting the covariant derivative of a parallel-
transported vector V µ (λ) to zero. Doing so, we find

0 = DλV
µ =

D

dλ
V µ =

dqν

dλ
DνV

µ = V νDνV
µ = V ν∂νV

µ + ΓµνβV
νV β ,

which resolves to the previous result for the special case V µ (λ) = Uµ (τ). Note for scalar fields f , DλV
µ is

the dot product between the tangent vector and the gradient (directional derivative).
To discover a restriction on the parameter λ, continue assuming the form V µ = dqµ/dλ and apply the

chain rule:

d2qµ

dλ2
+ Γµνβ

dqµ

dλ

dqβ

dλ
=
dτ

dλ

d

dτ

(
dτ

dλ

dqµ

dτ

)
+

(
dτ

dλ

)2

Γµνβ
dqµ

dτ

dqβ

dτ

=
dτ

dλ

dqµ

dτ

d

dτ

(
dτ

dλ

)
+

(
dτ

dλ

)2

�����������(
d2qµ

dτ2
+ Γµνβ

dqµ

dτ

dqβ

dτ

)
= −dq

µ

dλ

(
dλ

dτ

)−2(
d2λ

dτ2

)
+ 0

= −V µ
(
d2λ/dτ2

)
(dλ/dτ)

2

To get zero on the right side, the second derivative of λ must vanish, thus any λ ∝ τ is an affine parameter
that satisfies the geodesic equation.

6.4 Derivation by Variations

Between two points τi and τf , the integral of c dτ , i.e. the action is extremized:

S =

∫ τf

τi

c dτ =

∫ τf

τi

√
−gµν

dqµ

dτ

dqν

dτ
dτ

Next introduce small variations in generalized coordinates and in the metric as

qγ → qγ + δqγ gµν → gµν + δqγ
∂

∂qγ
gµν ,

where each δ-term is considered small, and the product of two or more such terms is negligible. On the left
side of the equation we have S → S + δS. Note all variations are zero at the endpoints τ1 and τ2.
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The square root term inside the integral is approximately√
−gµν

dqµ

dτ

dqν

dτ
≈

√
c2 − δqα

∂gµν
∂qα

dqµ

dτ

dqν

dτ
− gµν

dδqµ

dτ

dqν

dτ
− gµν

dqµ

dτ

dδqν

dτ
,

and since c2 is greater than all terms under the square root, we use the approximation√
c2 −A ≈ c− A

2c

and cancel a factor of S from each side of the equation to get

δS =
1

2c

∫ τf

τi

dτ

(
δqα

∂gµν
∂qα

dqµ

dτ

dqν

dτ
+ gµν

dδqµ

dτ

dqν

dτ
+ gµν

dqµ

dτ

dδqν

dτ

)
.

For notational convenience, respectively label the first, second, and third terms as δS1, δS2, and δS3.
Integrate δS3 by parts, i.e.,

∫
u dv = uv

∣∣− ∫ v du by letting:

u = gµν
dqµ

dτ
du =

dgµν
dτ

dqµ

dτ
+ gµν

d2qµ

dτ2

dv =
dδqν

dτ
dτ v = δqν

Since the boundary term is zero by construction, δS3 evaluates to

δS3 = − 1

2c

∫ τf

τi

dτ (δqα)

(
dgαµ
dqν

dqν

dτ

dqµ

dτ
+ gµα

d2qµ

dτ2

)
.

Repeat the calculation for δS2 to get

δS2 = − 1

2c

∫ τf

τi

dτ (δqα)

(
dgνα
dqµ

dqµ

dτ

dqν

dτ
+ gµα

d2qµ

dτ2

)
,

to show that the total δS is

δS =
1

c

∫ τf

τi

dτ (δqα)

[
gµα

d2qµ

dτ2
+

1

2

(
∂gµν
∂qα

− ∂gνα
∂qµ

− ∂gαµ
∂qν

)(
dqµ

dτ

dqν

dτ

)]
.

Finally we invoke the argument that δS goes to zero for the ‘true’ path of motion on the manifold, thus
the quantity in square brackets equals zero. Contracting the equation with gρα gives

0 =
d2qρ

dτ2
+

1

2
gρα

(
∂gµν
∂qα

− ∂gνα
∂qµ

− ∂gαµ
∂qν

)(
dqµ

dτ

dqν

dτ

)
.

Of course, the terms involving the metric combine to equal the Christoffel symbols Γρµν (surely you spotted
it). The result is the geodesic equation:

0 =
d2qρ

dτ2
+ Γρµν

dqµ

dτ

dqν

dτ

6.5 Null Geodesics

Recall that the differential interval on a manifold can be written

dS2

dτ2
= gµνU

µUν = UµUµ = −c2 .

It turns out that nontrivial results can follow from setting dS2 = dτ2 = 0, called a null geodesic:

0 = gµνU
µUν = UµUµ
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6.6 Problems

Parallel Transport

Problem 1
Consider a vector field V µ that has unit length and points in the positive x direction everywhere. Find

an expression for V in two-dimensional plane polar coordinates, and then show that its covariant derivative
is zero.

Solution 1

V r =
∂qr

∂x
V x +

∂qr

∂y
��V y = cos θ

V θ =
∂qθ

∂x
V x +

∂qθ

∂y
��V y =

−1√
1− x2/r2

d

dx

(
x√

x2 + y2

)
=

− sin θ

r

DrV
r = DrV

θ = DθV
r = DθV

θ = 0

Problem 2
Consider a spherical shell that embeds a circle C at constant latitude θ0. At ϕ = 0 the vector V µ has

components V θ = 0, V ϕ = 1. Compute the components of V µ as a function of ϕ as it is parallel-transported
around C.

Solution 2

0 =
dV µ

dϕ
+
dqα

dϕ
ΓµανV

ν α = {θ, ϕ}

0 =
dV θ

dϕ
− V ϕ sin θ cos θ 0 =

dV ϕ

dϕ
+ V θ cot θ

0 =
d2V θ

dϕ2
+ cos2 θ0 V

θ 0 =
d2V ϕ

dϕ2
+ cos2 θ0 V

ϕ

V θ = sin θ0 · sin [ϕ · cos θ0] V ϕ = cos [ϕ · cos θ0]

Geodesics on a Plane

Geodesics in the Cartesian plane are expressed by

x (λ) = aλ+ x0 y (λ) = bλ+ y0 ,

where λ is a dimensionless parameter. In 2D plane polar coordinates, variables (x, y) relate to (r, θ) by

x = r cos θ y = r sin θ .

Thus, straight lines in polar coordinates look like

r (λ) =

√
(aλ+ x0)

2
+ (bλ+ y0)

2
θ (λ) = tan−1

(
bλ+ y0
aλ+ x0

)
.

Using what we know about Γµνρ in two-dimensional polar coordinates, the geodesic equation yields two
bits of information:

d2r

dλ2
− r

(
dθ

dλ

)2

= 0
d2θ

dλ2
+

2

r

dr

dλ

dθ

dλ
= 0

Problem 3
Show that r(λ) and θ(λ) given above are solutions to the geodesic equation for 2D plane polar coordinates.
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Solution 3

r′ =
a (aλ+ x0) + b (bλ+ y0)

r
θ′ =

bx0 − ay0
r2

r′′ =
a2 + b2

r
− (r′)

2

r
θ′′ =

−2r′θ′

r

r′′ − r (θ′)
2
=
r2
(
a2 + b2

)
− (a (aλ+ x0) + b (bλ+ y0))

2

r3
− a2y20 + b2x20 − 2abx0y0

r3
= 0

Geodesics on a Two-Sphere

Problem 4
On the surface of a spherical shell, prove that any nontrivial path with constant θ is only geodesic on the

equator.

Solution 4

d2θ

dτ2
− sin θ cos θ

(
dϕ

dτ

)2

= 0 Only true if θ =
π

2
.

Problem 5
On the surface of a spherical shell, prove that any path with constant ϕ (longitude) is a geodesic.

Solution 5
A vector v⃗ that traces a circular arc on the shell at constant ϕ is

v⃗ = r sin θ r̂ + r cos θ θ̂ ,

where in contravariant form, we have

V r = vr = r sin θ V θ =
1

r
vθ = cos θ .

Applying the geodesic equation to each component, we discover

dV r

dθ
+ ΓrθθV

θ = 0
dV θ

dθ
+ ΓθθrV

r = 0 .

Geodesics in Minkowski Space

The geodesic equation in Minkowski space reduces to

∂2qµ

∂τ2
= 0 ,

where
qµ = (ct, x⃗) .

As per usual in classical mechanics, integrate twice with respect to (proper) time to gain and equation for
qµ (τ):

qµ (τ) = qµ0 + Uµ0 τ

Of course, the normalization condition

−c2 = ηµνU
µ
0 U

ν
0

restricts the U0
0 component as

U0
0 = ±

√
c2 + U⃗0 · U⃗0 .
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Problem 6
Show that a particle would require v = c to follow null geodesics in Minkowski space.

Solution 6

0 = ηµνU
µUν = −γ2c2 + γ2c2 = 0
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7 Curvature

7.1 Riemann Curvature Tensor

So far, we have no tool to discern if a manifold is truly curved versus truly flat. For instance you might
discover that the Earth is at least cylindrical by walking consistently westward, but can we do something
that does not involve walking around the whole surface? That answer, of course, is yes.

The new idea is to parallel-transport a vector V on a given manifold in a closed circuit without walking
around the whole manifold. If the orientation of the vector is unchanged after a trip around the circuit, the
space is measurably flat. On the other hand, distortion in V can only be caused by curved space.

7.2 Parallel Transport Analysis

Our starting place is the geodesic equation in the form

0 = dV ρ + Γρµνdq
µV ν .

Abbreviating V ρ (qµ (j)) as V ρ (j), we write a general first-order expansion for the vector V evaluated at
any point:

V ρ (j′) = V ρ (j) +

∫ j′

j

dV ρ

dqµ
dqµ

= V ρ (j) +

∫ j′

j

(
−ΓρµνV

ν
)
dqµ

Implementing the above result on the parallelogram (a, b), (a+ δa, b), (a+ δa, b+ δb), (a, b+ δb), we
have:

V ρ (1) = V ρ (0) +

∫ a+δa

a

(
−Γρµν (b)V

ν (b)
)
dqµ

V ρ (2) = V ρ (1) +

∫ b+δb

b

(
−Γρµν (a+ δa)V ν (a+ δa)

)
dqµ

V ρ (3) = V ρ (2) +

∫ a

a+δa

(
−Γρµν (b+ δb)V ν (b+ δb)

)
dqµ

V ρ (0′) = V ρ (3) +

∫ b

b+δb

(
−Γρµν (a)V

ν (a)
)
dqµ

The total change in V is the sum of the four paths, i.e. δV ρ = V ρ (0′)− V ρ (0):

δV ρ =

∫ a+δa

a

(
Γρµν (b+ δb)V ν (b+ δb)− Γρµν (b)V

ν (b)
)
dqµ

+

∫ b+δb

b

(
Γρµν (a)V

ν (a)− Γρµν (a+ δa)V ν (a+ δa)
)
dqµ .

We next evaluate δV ρ to lowest order to get

δV ρ ≈
∫ a+δa

a

δbγ
∂

∂qγ
(
ΓρµνV

ν
)
dqµ −

∫ b+δb

b

δaγ
∂

∂qγ
(
ΓρµνV

ν
)
dqµ

≈
∫ a+δa

a

δbγ
∂

∂qγ
(
ΓρµνV

ν
)
dqµ −

∫ b+δb

b

δaµ
∂

∂qµ
(
ΓργνV

ν
)
dqγ

≈ δaµδbγ
∂

∂qγ
(
ΓρµνV

ν
)
− δaµδbγ

∂

∂qµ
(
ΓργνV

ν
)

≈ δaµδbγ
(
∂γΓ

ρ
µνV

ν + Γρµν∂γV
ν − ∂µΓ

ρ
γνV

ν − Γργν∂µV
ν
)
.
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Replacing the derivatives of V , the total change in V becomes

δV ρ ≈ δaµδbγ
(
∂γΓ

ρ
µσV

σ + Γρµν
(
−ΓνγσV

σ
)
− ∂µΓ

ρ
γσV

σ − Γργν
(
−ΓνµσV

σ
))

≈ δaµδbγV σ
(
∂γΓ

ρ
µσ − ΓρµνΓ

ν
γσ − ∂µΓ

ρ
γσ + ΓργνΓ

ν
µσ

)
.

In flat space, the parenthesized quantity evaluates to zero. Deduce that any information on curved space is
stored in the Riemann curvature tensor :

Rρσµν = ∂µΓ
ρ
νσ − ∂νΓ

ρ
µσ + ΓρµλΓ

λ
νσ − ΓρνλΓ

λ
µσ

7.3 Geodesic Deviation Analysis

Consider a family of geodesics characterized by qρ (τ, s), where τ is an affine parameter and s is a perpen-
dicular arc length parameter. Define the (small) deviation vector Sρ such that

qρ → qρ + Sρ ,

where Sρ is perpendicular to the (tangent) four-velocity Uρ = dqρ/dτ at any point qρ. The geodesic equation
under deviations qρ → qρ + Sρ appears as

d2 (qρ + Sρ)

dτ2
+ Γρµν (q

ρ + Sρ)
d (qµ + Sµ)

dτ

d (qν + Sν)

dτ
= 0 .

Subtracting off the un-deviated geodesic equation (Sρ = 0), the above boils down to

d2Sρ

dτ2
+ 2ΓρµνU

µ dS
ν

dτ
+ UµUνSσ∂σΓ

ρ
µν = 0 ,

where the chain rule and geodesic equation interpret the first term:

d2Sρ

dτ2
=

d

dτ
(Uµ∂µS

ρ) = −ΓγµνU
µUν∂γS

ρ + UµUν∂ν∂µS
ρ .

To proceed, define the relative velocity and relative acceleration as

V ρ =
d

dτ
Sρ = UσDσS

ρ Aρ =
d

dτ
V ρ ,

and substitute V into A to write

Aρ =
(
UλDλU

σ
)
DσS

ρ + UσUµDµDσS
ρ ,

and since the parenthesized quantity is identically the geodesic equation, the first term vanishes. Computing
out the second term, we have

Aρ = UσUµ
(
∂µ (DσS

ρ) + ΓρµγDσS
γ − ΓγµσDγS

ρ
)

= UσUµ
(
∂µ∂σS

ρ + ∂µ
(
ΓρσγS

γ
)
+ ΓρµγDσS

γ − ΓγµσDγS
ρ
)

= UµUσSν
(
−∂νΓρµσ + ∂µΓ

ρ
σν + ΓρµγΓ

γ
σν − ΓργνΓ

γ
µσ

)
= UµUσSνRρσµν ,

which is nicely represented in terms of the Riemann curvature tensor, therefore this analysis is alternative
derivation of Rρσµν . Keep in mind Aρ is not an equation of motion, rather it tracks adjacent geodesics as a
bundle.
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7.4 Second Derivative Analysis

A delicate ‘probe’ for curvature on a manifold checks for second-order changes in a vector whose derivatives
are computed in alternating order. That is, by calculating DνDµVσ−DµDνVσ, any nonzero result indicates
curved space. Carrying this out for the first term, we find

DνDµVσ = ∂ν (DµVσ)− Γρνµ (DρVσ)− Γρνσ (DµVρ)

= ∂ν
(
∂µVσ − ΓρµσVρ

)
− Γρνµ

(
∂ρVσ − ΓλρσVλ

)
− Γρνσ

(
∂µVρ − ΓλµρVλ

)
.

The second term has the first two indices swapped, so we have

DµDνVσ = ∂µ (∂νVσ − ΓρνσVρ)− Γρµν
(
∂ρVσ − ΓλρσVλ

)
− Γρµσ

(
∂νVρ − ΓλνρVλ

)
,

where taking the difference ∆Vνµσ = DνDµVσ −DµDνVσ gives

∆Vνµσ = ∂µ (Γ
ρ
νσVρ)− ∂ν

(
ΓρµσVρ

)
+ Γρµσ

(
∂νVρ − ΓλνρVλ

)
− Γρνσ

(
∂µVρ − ΓλµρVλ

)
∆Vνµσ = ∂µ (Γ

ρ
νσ)Vρ − ∂ν

(
Γρµσ

)
Vρ + Γρµσ

(
−ΓλνρVλ

)
− Γρνσ

(
−ΓλµρVλ

)
∆Vνµσ =

(
∂µΓ

ρ
σν − ∂νΓ

ρ
µσ + ΓρµλΓ

λ
νσ − ΓρνλΓ

λ
µσ

)
Vρ ,

and the parenthesized term is none other than the Riemann curvature tensor. In summary, we have found

DνDµVσ −DµDνVσ = RρσµνVρ .

A vector in flat space cannot have two separate answers for the second derivate when taken in swapped
directions, but curved space evidently permits it.

7.5 Properties of the Riemann Curvature Tensor

As a four-index object, the Riemann curvature tensor in general has 44 = 256 individual components. Due
to certain symmetries in Rρσµν though, the number of independent components is reduced significantly.
Following are four properties you are encouraged to verify:

� Rαβγρ is antisymmetric in the last two indices:

Rαβγρ = −Rαβργ

� Rαβγρ is antisymmetric in the first two indices:

Rαβγρ = −Rβαγρ

� Rαβγρ is symmetric when exchanging pairs of indices:

Rαβγρ = Rγραβ

� The Riemann curvature tensor obeys a cyclic algebraic identity:

Rαβγδ +Rαγδβ +Rαγβδ = 0

� Derivatives of the Riemann curvature tensor obey the Bianchi identity:

DαRβγδϵ +DβRγαδϵ +DγRαβδϵ = 0

Using the above symmetries, it can be shown that the number of independent components in the Riemann
curvature tensor goes from d4 to

N =
d2
(
d2 − 1

)
12

,
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where d is the number of dimensions. For example, d = 1 can’t possibly involve curvature, and we corre-
spondingly find R1111 = 0. In two dimensions, there is only one independent component of the Riemann
tensor, namely R0101 ̸= 0.

Problem 1
Calculate the Rθϕθϕ-component of the Riemann curvature tensor for a three-dimensional flat space mapped

by spherical coordinates.

Solution 1

Rθϕθϕ = ∂θΓ
θ
ϕϕ − ∂ϕΓ

θ
θϕ + ΓθθλΓ

λ
ϕϕ − ΓθϕλΓ

λ
θϕ

= ∂θΓ
θ
ϕϕ −���∂ϕΓ

θ
θϕ + ΓθθrΓ

r
ϕϕ − ΓθϕϕΓ

ϕ
θϕ

= ∂θ (− sin θ cos θ)− 1

r

(
r sin2 θ

)
− (− sin θ cos θ) cot θ

= − cos2 θ + sin2 θ − sin2 θ + cos2 θ = 0

Problem 2
Show that a spherical shell of fixed radius is a curved space by calculating Rθϕθϕ. Also calculate Rϕθϕθ.

Solution 2

Rθϕθϕ = ∂θΓ
θ
ϕϕ − ∂ϕΓ

θ
θϕ + ΓθθλΓ

λ
ϕϕ − ΓθϕλΓ

λ
θϕ

= ∂θΓ
θ
ϕϕ −�

��∂ϕΓ
θ
θϕ +��

��ΓθθλΓ
λ
ϕϕ − ΓθϕϕΓ

ϕ
θϕ

= ∂θ (− sin θ cos θ)− (− sin θ cos θ) cot θ

= − cos2 θ + sin2 θ + cos2 θ = sin2 θ

Rϕθϕθ =���∂ϕΓ
ϕ
θθ − ∂θΓ

ϕ
ϕθ +�

���ΓϕϕλΓ
λ
θθ − ΓϕθλΓ

λ
ϕθ

= −∂θ cot θ − cot2 θ = 1

7.6 Ricci Tensor and Ricci Scalar

Despite its symmetries, Rρµσν is still an unruly type (1, 3) tensor. A contraction over the top and bottom-
middle indices yields a more accessible object called the Ricci tensor

Rµν = Rρµρν = gαβRαµβν ,

which tracks the growth rate of volume elements on a manifold.
Curvature information can be projected into a scalar by contracting the Ricci tensor indices via

gµνRµν = Rµµ = R ,

which resolves to the Ricci scalar. Note that R is generally to equivalent to the ‘mean’ curvature or the
Gaussian curvature on the manifold. (In two dimensions, it turns out that R is twice the Gaussian curvature.)

Problem 3
Calculate the necessary components of the Ricci tensor to find the Ricci scalar for a spherical shell of

fixed radius.

Solution 3
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Rθθ = gαβRαθβθ = gϕϕRϕθϕθ = gϕϕ
(
gϕαR

α
θϕθ

)
= gϕϕ

(
gϕϕR

ϕ
θϕθ

)
=
(
gϕϕgϕϕ

)
Rϕθϕθ

= 1

Rϕϕ = gαβRαϕβϕ = gθθRθϕθϕ = gθθ
(
gθαR

α
ϕθϕ

)
= gθθ

(
gθθR

θ
ϕθϕ

)
=
(
gθθgθθ

)
Rθϕθϕ

= sin2 θ

Rθϕ = Rϕθ = 0

R = gµνRµν = gθθRθθ + gϕϕRϕϕ =
1

r2
+

���sin2 θ

r2���sin2 θ
=

2

r2

Problem 4
Calculate the necessary components of the Ricci tensor to find the Ricci scalar for a spherical shell of

variable radius.

Solution 4

Rrr = Rθθ = Rϕϕ = Rrθ = Rθr = Rrϕ = Rϕr = Rθϕ = Rϕθ = 0

7.7 Einstein Tensor

The next available question is, which jumbling of R-objects has zero covariant derivative? Preemptively
calling the result Gµν , begin by requiring

DνG
νµ = 0 DνG

ν
µ = 0 .

To proceed, raise the fourth index across the Bianchi identity by multiplying through by gδρ to get

DαR
ρ
µνϵ +DµR

ρ
ναϵ +DνR

ρ
αµϵ = 0 ,

and also raise the last index by multiplying through by gαϵ, causing a contraction on α:

DαR
ρα
µν +DµR

ρα
να +DνR

ρα
αµ = 0

Let ν = ρ to invoke yet another contraction, and also exploit the symmetry properties of the Riemann
curvature tensor to adjust index position and minus signs, eventually landing at

−DνR
να
µα +DµR

να
να −DνR

να
µα = 0 .

Observe the first and third terms are equal, and the second term is the divergence of the Ricci scalar.
Seeking a total derivative, we write

DνR
ν
µ − 1

2
DµR = DνR

ν
µ − 1

2
gνµDνR = Dν

(
Rνµ − 1

2
gνµR

)
= 0 ,

where the parenthesized term is the (1, 1) form of the Einstein tensor. Shuffling indices a little, the take-away
result is that

Gµν = Rµν − 1

2
gµνR

has zero derivative on a manifold.
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8 Weak Curvature

8.1 Perturbed Flat Metric

A manifold that is essentially flat while exhibiting slight curvature admits a metric

gµν = ηµν + hµν ,

where all components of h are much less than η. The up-index version of the metric is not simply ηµν +hµν ,
instead the best we can write is

gµν = ηµν +Hµν

for some nontrivial tensor H.
To gain some traction, insert both versions of g into the delta function:

δµσ = gµρgρσ

��δ
µ
σ =��δ

µ
σ + ηµρhρσ +Hµρηρσ +Hµρhρσ

0 = gµρhρσ +Hµρηρσ

0 = ησνgµρhρσ +Hµρ
����ηρση

σνδνρ

Hµν = −gµρησνhρσ

Thus, the expression for gµν reads
gµν = ηµν − gµρησνhρσ ,

which of course contains a factor of gµρ, so we may re-insert the expression containing H:

gµν = ηµν − (ηµρ +Hµρ) ησνhρσ

= ηµν − (ηµρ − gµαησρhασ) η
σνhρσ

= ηµν − hµν + (ηµα +Hµα)hραh
ν
ρ

= ηµν − hµν + hµρhνρ +Hµαhραh
ν
ρ

= ηµν − hµν + hµρhνρ − hµαhραh
ν
ρ −Hµβhαβh

ρ
αh

ν
ρ

= ηµν − hµν + hµρhνρ − hµαhραh
ν
ρ + hµβhαβh

ρ
αh

ν
ρ −O (5)

The same result can be derived by expanding g and H as a power series in a parameter λ that we set to
one at the end:

gµν = ηµν + λhµν

Hµν = λHµν
(1) + λ2Hµν

(2) + λ3Hµν
(3) + · · ·

Setting up a similar calculation as before, we have

δµσ = gνσg
µν

δµσ = (ηνσ + λhνσ)
(
ηµν + λHµν

(1) + λ2Hµν
(2) + λ3Hµν

(3) + · · ·
)

��δ
µ
σ =��δ

µ
σ + λ

(
hµσ + ηνσH

µν
(1)

)
+ λ2

(
hνσH

µν
(1) + ηνσH

µν
(2)

)
+ λ3

(
hνσH

µν
(2) + ηνσH

µν
(3)

)
+ λ4 (O (4)) ,

where each parenthesized term is independently zero. Solving for each H(k) in order delivers the same
expansion coefficients:

Hµν
(1) = −hµν Hµν

(2) = −Hµρ
(1)h

ν
ρ = hµρhνρ

Hµν
(3) = −Hµρ

(2)h
ν
ρ = −hµαhραhνρ etc.
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8.2 Acceleration from Curvature

Consider a perturbed Minkowski space admitting a metric

gµν = ηµν + hµν .

In the low-velocity non-relativistic limit, the proper velocity is approximately

Uµ ≈ (c, 0, 0, 0) ,

which embeds the approximation dτ ≈ dt. Meanwhile, the geodesic equation tells us

d2qµ

dτ2
+ Γµ00U

0U0 = 0 ,

where Γµ00 is given by (retaining only first-order terms in h)

Γµ00 = −1

2
gµν∂νg00 ≈ −1

2
ηµν∂νh00 .

Putting this all together, we find
d2qµ

dt2
=
c2

2
ηµν∂νh00 ,

where the µ = 0 channel tells us that h00 has no time derivative. In vector form, the remaining spatial
components are

d2q⃗

dt2
=
c2

2
∇⃗h00 .

This was done with no mention of external forces, yet an acceleration still arises due solely to the curvature
on the manifold. If this smells like gravity to you, you’re on the right track! More generally, the above can
be written

h00 = − 2

c2
V (x⃗) ,

where V (x⃗) is the gravitational potential. Finally, note that the 00-component of the (0, 2) Ricci tensor is
readily shown to obey, to first order,

R00 = ∂µΓ
µ
00 = −1

2
∂µ∂µh00 = −1

2
∇2h00 .
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9 Curved Manifolds

9.1 Two-Sphere

We have seen that embedding a sphere x2 + y2 + z2 = r2 in three-dimensional space while fixing the radius
results in a two-dimensional curved manifold that is ‘unaware’ of a third dimension. This is captured in
non-vanishing components of the Riemann curvature tensor Rρµσν , which gives way to the Ricci scalar,
namely R = 2/r2 for a two-sphere. The square of the line element (a.k.a. the interval) falls out of flat
three-dimensional spherical coordinates by setting dr = 0:

dS2 = r2
(
dθ2 + sin2 θ dϕ2

)
Using dS2, it’s trivial to explore lines of constant ϕ or constant θ. For a line connecting the two poles of

the sphere, we set dϕ = 0 and let 0 ≤ θ ≤ π, as in

Sϕ0
=

∫
dS = r

∫ π

0

dθ = πr .

Meanwhile, on the equator we have θ = π/2 and 0 ≤ ϕ < 2π:

Sθ0 =

∫
dS = r

��
��sin
(π
2

)∫ 2π

0

dϕ = 2πr

Problem 1
Borrowing results from flat three-dimensional spherical coordinates, fix the radius r and write down the

metric, all surviving connection coefficients, and the Laplacian operator in two-dimensional spherical space.

Solution 1

gθθ = r2 gϕϕ = r2 sin2 θ

Γθϕϕ = − sin θ cos θ Γϕϕθ = cot θ

∇2f =
1

r2
∂

∂θ

(
sin θ

∂f

∂θ

)
+

1

r2 sin2 θ

∂2f

∂ϕ2

9.2 Non-Round Two-Sphere

If we maintain the axial symmetry of the two-sphere while generalizing the profile from trigonometric func-
tions sin θ, cos θ to a more general pair f (θ), g (θ), we begin with

x = rf (θ) cosϕ y = rf (θ) sinϕ z = rg (θ) .

The interval dS2 = dx2 + dy2 + dz2 becomes

dS2 = r2

((
df

dθ

)2

+

(
dg

dθ

)2
)
dθ2 + r2f (θ)

2
dϕ2 .

In the same way that sin θ, cos θ are related by trigonometric identities, f (θ), g (θ) shall be defined to obey(
df

dθ

)2

+

(
dg

dθ

)2

= 1 ,

such that the interval reduces to
dS2 = r2

(
dθ2 + f (θ)

2
dϕ2
)
.

Lines of constant ϕ that connect the two poles of the sphere still obey dϕ = 0 and 0 ≤ θ ≤ π, so we again
have

Sϕ0
=

∫
dS = r

∫ π

0

dθ = πr .

37



9. CURVED MANIFOLDS CHAPTER 1. RIEMANNIAN GEOMETRY

For a trip around the equator, we set z = 0, θ = π/2, and let 0 ≤ ϕ < 2π to integrate the arc length:

Sθ0 =

∫
dS = rf

(π
2

)∫ 2π

0

dϕ = 2πrf
(π
2

)
Problem 2

The Earth is not a perfectly round sphere. Instead, the polar radius, measured to be rϕ0 = 6357 km, is
slightly less than the equatorial radius, measured as rθ0 = 6378 km. Supposing the surface of the earth is
modeled by

f (θ) = sin θ
(
1 + ϵ sin2 θ

)
,

what values of r and ϵ would best represent the data?

Solution 2

��2π (6357 km) =��2πr

��2π (6378 km) =��2πr
�

�
��

f
(π
2

)
(1 + ϵ)

1 + ϵ =
6378

6357

ϵ =
6378

6357
− 1 ≈ 0.0033

r = 6357 km

9.3 Three-Sphere

A hypersphere of four dimensions with fixed radius becomes a curved three-dimensional manifold. It can be
shown that such a manifold has an interval (a slight variation from the one we found previously)

dS2 = dθ2 + sin2 θ dψ2 + cos2 θ dϕ2 ,

with corresponding metric components

gθθ = 1 gψψ = sin2 θ gϕϕ = cos2 θ .

Using our established methods, the surviving connection coefficients are

Γθψψ = − sin θ cos θ Γθϕϕ = sin θ cos θ

Γψθψ = Γψψθ = cot θ Γϕθϕ = Γϕϕθ = − cot θ .

After some careful algebra, the components of the Ricci tensor turn out to be

Rθθ = 2 Rψψ = 2 sin2 θ Rϕϕ = 2 cos2 θ ,

or more compactly,
Rµν = 2gµν .

The Ricci scalar is
R = gµνRµν = 2gµνgµν = 2 · 3 = 6 .
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9.4 Hyperbolic Coordinates

A two-dimensional space with negative curvature can be studied by considering a three-dimensional space
space parameterized by a radius and two angles

x = r sinhψ cosϕ y = r sinhψ sinϕ z = r coshψ

with
S⃗ = x î+ y ĵ + z k̂ .

Note first that x2 + y2 + z2 is not equivalent to r2. Computing this out, we find√
x2 + y2 + z2 = r

√
cosh2 ψ + sinh2 ψ ,

which of course reduces to r for spherical coordinates. Proceed by finding basis vectors from S⃗ according to:

r̂ =
∂S⃗

∂r
·

∣∣∣∣∣∂S⃗∂r
∣∣∣∣∣
−1

=
sinhψ cosϕ î+ sinhψ sinϕ ĵ + coshψ k̂√

cosh2 ψ + sinh2 ψ

ψ̂ =
∂S⃗

∂ψ
·

∣∣∣∣∣∂S⃗∂ψ
∣∣∣∣∣
−1

=
coshψ cosϕ î+ coshψ sinϕ ĵ + sinhψ k̂√

cosh2 ψ + sinh2 ψ

ϕ̂ =
∂S⃗

∂ϕ
·

∣∣∣∣∣∂S⃗∂ϕ
∣∣∣∣∣
−1

= − sinϕ î+ cosϕ ĵ

Solving for î, ĵ, k̂, we find

î =

√
cosh2 ψ + sinh2 ψ

(
− sinhψ cosϕ r̂ + coshψ cosϕ ψ̂

)
− sinϕ ϕ̂

ĵ =

√
cosh2 ψ + sinh2 ψ

(
− sinhψ sinϕ r̂ + coshψ sinϕ ψ̂

)
+ cosϕ ϕ̂

k̂ =

√
cosh2 ψ + sinh2 ψ

(
coshψ r̂ − sinhψ ψ̂

)
.

Inserting î, ĵ, k̂ into S⃗, the ψ̂ and ϕ̂ components cancel out, leaving us with

S⃗ = r

√
cosh2 ψ + sinh2 ψ r̂ .

Letting H =
√
cosh2 ψ + sinh2 ψ, the differential line element is

dS⃗ = r̂ H dr + r̂ r dH + rH dr̂ ,

where

dH =
2 sinhψ coshψ

H
dψ

and

dr̂ = −2 sinhψ coshψ

H
dψ r̂ +

sinhψ

H
dϕ ϕ̂+

1

H
dψ ψ̂ ,

which boil dS⃗ down to
dS⃗ = H dr r̂ + r sinhψ dϕ ϕ̂+ r dψ ψ̂ .

The square of the differential line element is the distance interval, which resolves to

dS2 = H2 dr2 + r2 sinh2 ψ dϕ2 + r2 dψ2 .

Next, fix the radius to r = a such that dr = 0. The non-vanishing connection coefficients resemble those
from spherical coordinates with hyperbolic trigonometric functions:

Γψϕϕ = − sinhψ coshψ Γϕϕψ = cothψ
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The essential component of the Riemann curvature tensor is Rψϕψϕ, which comes out to

Rψϕψϕ = −a2 sinh2 ψ .

The nonzero components of the Ricci tensor are Rψψ, Rϕϕ, which are

Rψψ = −1 Rψψ = − sinh2 ψ .

Finally, the Ricci scalar for this system turns out to be

R = gψψRψψ + gϕϕRϕϕ

=
−2

a2
,

affirming the negative curvature of hyperbolic space.
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10 Symmetry and Invariance

10.1 Killing’s Equation

A key identity arises by analyzing change in the metric along vector field lines on a manifold. For instance,
the metric is homogeneous throughout the Cartesian coordinate system permitting any translation, whereas
the metric in cylindrical coordinates varies with the radius r, so only certain translations leave the metric
unchanged. Here we develop a formal way to discuss what the notion ‘metric is unchanged’ actually means.

Consider a manifold that is host to a vector field Kµ. At a point p0, take in infinitesimal step along a
contour of Kµ onto the point p1 such that

qµ (p1) = qµ (p0) + ϵKµ ,

where ϵ is a small parameter. The new location qµ (p1) is interpreted as a change in coordinates from q̃ to q
such that

q̃µ (p0) = qµ (p1) ,

meaning p1 becomes the new base point in the shifted system. It follows that the change in the metric gµν
obeys

∆gµν = gµν (q (p1))− g̃µν (q̃ (p0)) ,

where g̃µν is the metric re-calculated in the shifted coordinate system.
The first term on the right side is rather easy, as to first order in ϵ, we have

gµν (q (p1)) ≈ gµν (q (p0)) + ϵKρ∂ρgµν (q (p0)) .

Unpacking the second term requires the tensor transformation law

g̃µν (q (p0)) =
∂qα

∂q̃µ
∂qβ

∂q̃ν
gµν (q (p0)) ,

where the derivative terms are handled by writing qµ in terms of q̃µ, namely

qµ (p0) = q̃µ (p0)− ϵKµ ,

allowing the calculation
∂qα

∂q̃µ
= δαµ − ϵ∂µK

α .

So far, the shifted metric g̃ reads, to first order,

g̃µν (q (p0)) =
(
δαµ − ϵ∂µK

α
) (
δβν − ϵ∂νK

β
)
gαβ (q (p0))

= δαµδ
β
ν gαβ (q (p0))− ϵ

(
δαµgαβ∂νK

β + δβν gαβ∂µK
α
)
+���O

(
ϵ2
)

= gµν (q (p0))− ϵ
(
gµβ∂νK

β + gαν∂µK
α
)
.

The calculation for ∆gµν simplifies as

∆gµν = ϵ
(
�����
gµν (q (p0)) +Kρ∂ρgµν −�����

gµν (q (p0)) + gµβ∂νK
β + gαν∂µK

α
)

= ϵ
(
Kρ∂ρgµν + gµβ∂νK

β + gαν∂µK
α
)
.

To handle the partial derivative of the metric, invoke the identity

0 = ∂ρgµν − Γαρµgαν − Γβρνgµβ ,

and collect like terms to get

∆gµν = ϵ
(
gµβ

(
∂νK

β + ΓβρνK
ρ
)
+ gαν

(
∂µK

α + ΓαρµK
ρ
))

,

where the nested terms are tightly expressed as covariant derivatives:

∆gµν = ϵ
(
gµβDνK

β + gανDµK
α
)
= ϵ (DνKµ +DµKν) ,

as the metric compatibility condition allows us to lower the indices on K through the covariant derivative.
The isometric condition ∆gµν = 0 leads us to Killing’s equation, where Kµ is called a Killing vector, named
after Wilhelm Killing:

0 = DνKµ +DµKν
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10.2 Invariant Quantities

Consider a quantity
Q = KµU

µ ,

where Uµ is the proper velocity (tangent vector on the manifold) dqµ/dτ , and Kµ is some vector field. Taking
a full derivative of Q and applying the chain rule, we find

dQ

dτ
=
dqλ

dτ
Dλ (KµU

µ)

= UλUµDλKµ +
(
UλDλU

µ
)
Kµ ,

where the parenthesized is identically the geodesic equation and is thus zero. By symmetry in the indices λ,
µ, we are left with

dQ

dτ
=

1

2

(
UλUµDλKµ + UµUλDµKλ

)
=

1

2
UλUµ (DλKµ +DµKλ) ,

where the parenthesized quantity is identically Killing’s equation, resolving to zero, provided that Kµ is a
Killing vector. This notion readily generalizes to tell us each linearly independent Killing vector Kj on a
manifold implies an invariant quantity Qj .

It’s possible to show that the maximum number of Killing vectors on a manifold of dimension d is equal
to

N = d+
1

2
d (d− 1) =

1

2
d (d+ 1) ,

meaning there are d translational symmetries and d (d− 1) /2 rotations. If time is included as a parameter,
then any constant-velocity shift is also a symmetry called a boost. One special case is the Poincare group,
consisting of all symmetries allowed in Minkowski space having d = 1 + 3, with N = 10 members:

4 Translations + 3 Rotations + 3 Boosts = Poincare Group

Furthermore, it can be shown curved manifolds carrying maximum symmetry have constant scalar (Ricci)
curvature R such that the Riemann tensor may be written

Rαβµν =
R

d (d− 1)
(gαµgβν − gβµgαν) .

10.3 Conformal Killing Equation

A slightly weaker condition than Killing’s equation DµKν + DνKµ = 0 is called the conformal killing
equation, namely

DµKν +DνKµ = f (qρ) gµν .

We may show that a quantity Q is still invariant under the conformal killing equation for the case of null
geodesics:

dQ

dτ
=

1

2
UλUµ (DλKµ +DµKλ) =

1

2
UλUµf (qρ) gλµ =

1

2
f (qρ)���UµUµ = 0

Problem 1
Show that the vector field

V = qµ
∂

∂qµ

is a conformal Killing vector of Minkowski space.

Solution 1

V⃗ = qµ a⃗(µ) V µ = qµ = (ct, x, y, z)
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DµVν +DνVµ =
∂

∂qµ
Vν +

∂

∂qν
Vµ = ηλν

∂

∂qµ
V λ + ηλµ

∂

∂qν
V λ

= ηλν
∂qλ

∂qµ
+ ηλµ

∂qλ

∂qν
= ηλνδ

λ
µ + ηλµδ

λ
ν

= ηµν + ηνµ

= 2 ηµν

f (qρ) = 2

10.4 Problems

Flat Space Isometry

Problem 2
Show that any direction qµ is a symmetry direction in flat space mapped by Cartesian coordinates.

(Check for changes in the metric under constant translations.)

Solution 2

V =
∂

∂x
V x = 1 V y = V z = 0

∆gµν = ϵ
(
V ρ∂ρgµν + gµβ∂νV

β + gαν∂µV
α
)
= 0

Problem 3
Show that rotations in θ are symmetries of flat space mapped by Cartesian coordinates.

Solution 3

V = x
∂

∂y
− y

∂

∂x
V x = Vx = −y V y = Vy = x

DµVν +DνVµ =


∂xVx + ∂xVx = 0

∂yVy + ∂yVy = 1− 1 = 0

∂xVy + ∂yVx = 0

Problem 4
Show that rotations in θ are symmetries of flat space mapped by two-dimensional polar coordinates.

Solution 4

V =
∂

∂θ
V r = Vr = 0 V θ = 1 Vθ = r2

DµVν +DνVµ =


∂rVr + ∂rVr = 0

∂θVθ + ∂θVθ = 0

∂rVθ + ∂θVr = 2r − 2r2/r = 0

Minkowski Invariant

Problem 5
Show that the quantity

qµP
µ = −Et+ p⃗ · x⃗

is invariant along geodesics in Minkowski space.

Solution 5
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Taking a proper time derivative, we find

d

dτ
(qµP

µ) =
dqλ

dτ
Dλ (qµP

µ) = mUλDλ (qµU
µ)

= mUλUµDλqµ +mqµU
λDλU

µ .

The second term contains the geodesic equation and vanishes. Due to the symmetry in λ, µ, the result can
be written

d

dτ
(qµP

µ) =
m

2
UλUµ (Dλqµ +Dµqλ) .

Noting that any position qµ qualifies as Killing vector in Minkowski space, the term in parentheses resolves
to zero, finishing the calculation:

d

dτ
(qµP

µ) = 0

Two-Sphere Conformal Killing Vectors

Problem 6
The unit two-sphere having differential interval

dS2 = dθ2 + sin2 θ dϕ2

has three conformal Killing vectors that can be derived from the translational Killing vectors

X =
∂

∂x
Y =

∂

∂y
Z =

∂

∂z

in Cartesian space. Convert X, Y , Z into spherical coordinates to write down Xµ′
in spherical coordinates

of unit radius. Check that each resulting vector satisfies the conformal Killing equation.

Solution 6

V µ
′
=
(
∂qµ

′
/∂qµ

)
V µ =


V r = sin θ cosϕ V x + sin θ sinϕ V y + cos θ V z

V θ = (cos θ cosϕ V x + cos θ sinϕ V y − sin θ V z) /r

V ϕ = (− sinϕ V x + cosϕ V y) /r sin θ

Rearranging and adding the first two equations, we find

sin θ V r + r cos θ V θ = cosϕ V x + sinϕ V y ,

which helps solve for V x, V y, V z (noting that Vµ = ∂/∂qµ):

V x = sin θ cosϕ
∂

∂r
+

cos θ cosϕ

r

∂

∂θ
− sinϕ

r sin θ

∂

∂ϕ

V y = sin θ sinϕ
∂

∂r
+

cos θ sinϕ

r

∂

∂θ
+

cosϕ

r sin θ

∂

∂ϕ

V z = cos θ
∂

∂r
− sin θ

r

∂

∂θ

By setting r = 1, we have three conformal Killing vectors with two angular components:

Xθ = Xθ = cos θ cosϕ Xϕ = − sinϕ

sin θ
Xϕ = − sin θ sinϕ

Y θ = Yθ = cos θ sinϕ Y ϕ =
cosϕ

sin θ
Yϕ = sin θ cosϕ

Zθ = Zθ = − sin θ Zϕ = Zϕ = 0
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The nontrivial conformal Killing equations to verify are

DµWθ +DθWµ = f (qρ) gµθ DµWϕ +DϕWµ = f (qρ) gµϕ

for each W = X, Y , Z. These work out to be:

2DθXθ = 2
(
∂θXθ +�

�ΓλθθXλ

)
= −2 sin θ cosϕ

(
12
)
= (−2 sin θ cosϕ) gθθ

2DϕXϕ = 2
(
∂ϕXϕ + ΓθϕϕXθ

)
= −2 sin θ cosϕ

(
sin2 θ

)
= (−2 sin θ cosϕ) gϕϕ

2DθYθ = 2
(
∂θYθ +�

�ΓλθθYλ

)
= −2 sin θ sinϕ

(
12
)
= (−2 sin θ sinϕ) gθθ

2DϕYϕ = 2
(
∂ϕYϕ + ΓθϕϕYθ

)
= −2 sin θ sinϕ

(
sin2 θ

)
= (−2 sin θ sinϕ) gϕϕ

2DθZθ = 2
(
∂θZθ +�

�ΓλθθZλ

)
= −2 cos θ

(
12
)
= (−2 cos θ) gθθ

2DϕZϕ = 2
(
∂ϕZϕ + ΓθϕϕZθ

)
= −2 cos θ

(
sin2 θ

)
= (−2 cos θ) gϕϕ
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